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Optimal control of multi-stage systems over finite horizon

o first-order conditions for free and constrained final state

@ Special case of linear discrete-time systems



Optimal control and its connection to constrained optimization

u* =argmin F(x,u), s.t.,
uerR™

f(x,u) =0

where F: R™™™ — R and f: R™™™ — R™ are differentiable.

Optimal Control Example

Single stage system Multi stage system
) ) u(0) u(1) u(N-1)
1 2 N—-1
x(0) =T E> x(1) x(0) == = XN s xN)
N—1
u* (0) = argmin ¢ (x (1)) + L°(x(0),11(0)) u* =argmin(x(N)) + Y L'(x(i), u(i)) s.t.
J(u(o)) hingy
J(w(0), -+ u(N-—1))

x(0) = xp € R™. X(N) =FNHx(N = 1), u(N —1)),

x(1) =f°(x(0),u(0)),

|
|
s.t. x(1) = f°(x(0),1(0)), )
|
|
) x(0) =xo € R™.



First order optimality condition for single stage optimal control

1(0)* = argmin J(x(1),1(0)) = ¢ (x(1)) + L°(x(0),1£(0)), s.t.,
1w (0)ER™

x(1) = f°(x(0),1(0)), x(1) €R™, u(0) eR™,
x(0) = xg € R™, (given initial condition).

@ T =J+A(1)T(f(x(0),1(0)) — x(1)) = b (x(1))+L(x(0),u(0)) +A(1) T (f(x(0),u(0))—x(1))
@ Let H%(x(0),1(0)),A(1)) = L%(x(0),1(0)) +A(1) T (f°(x(0),1(0))).
@ Then, we can rewrite J as ] = (b (x(1)) —A(1) T x(1)) + HO(x(0), u(0), A(1)).

First order analysis:

T(x(1) + dx (1), u(0)+du(0)) = J(x(1),1(0))+
)

& (x(1) oHC dHO
(W A(1) Tdx(1) +(ax(0))de(0) + (W)T (0)
aj

Here dx(0) = 0 because the initial condition is given (no need for variation). Think of du(0) as free
variable and dx (1) the dependent variable, which is defined from the constraint equation (constraint
equation relates dx (1) to du(0)). Next, pick A(1) such that

06(x(1) 51y g

ox(1)
. . - - OH® -
which gives us J(x(1) + dx(1),u(0) + du(0)) = J(x(1),u(0)) + ( 2u(0) ) ' du(0).
Nt



First order optimality condition for single stage optimal control (cont’d)

@ For (x(1),1(0)) to be a minimum point we need dJ = (%)Tdu(o) > 0. Because we
are free to vary du(0) in all directions, then the necessary condition for (x(1), 1 (0)) to be
a minimum point is aaT%)) =0.

@ To summarize:
First order necessary condition for (x(1),1(0)) to be a minimum point:

?\(lg = adgg:;%))y n eq
aaT%) =0, m eq

x(1) = fO(x(0), u(0)), n eql

Here, we have 2n + m equation for 2n + m unknowns (the unknowns in the set of
equations above are A(1) € R™, x(1) € R™ and u(0) € R™).

Iwhich can also be written as x (1) = AT



First order optimality condition for multi-stage optimal control

N—1_.
(W (0), -+, u* (N —1)) = argmin  J=¢(x(N)+) -~ "Li(x(i)u(i), s.t.,
(W(0)ERM ... u(N—1)eR™ U=

x(1) = fO(x(0),u(0)), x(1) €R™, u(0) € R™,

x(N) = fN"x(N—1),u(N—-1)), x(N)€ER™, u(N—-1)€cR™,
x(0) = xg € R™, (given initial condition).

@ J=TJ+A](f(xo, uo)*Xl)Jr AN T (N1, un 1) — X)) =
G xn )+ X D L (ke w) + AT (P (xi, wi) —xi41))

@ Let HU(xi,ui),Ai41) =LY (xi,uy) +?\i p (P (xi,wi ).
@ Then, we can rewrite J as ] = (b (xn) — AL xn)+3 N (HE(xi, i) — AT xq) 4+ HO.
First order analysis: Here dx(0) = 0 because the initial condition is given (no need for variation).

- ddb(xn) N i QM AHO
dj= (/2 de+Z ) Tdx 1+(aui)Tduif?\;rdxi)+( )T

HO
aXN aXO dX0+( auo ) d‘LL[)

D _
_0d(xn) )T OH' OHY + OHO -
= (5 de+Z( Tdxi i+ 5y du1)+( o) e



First order optimality condition for multi-stage optimal control (cont’d)

@ Think of du(i), i=0,---,N —1 as free variable and dx(i + 1) the dependent variable, which is

defined from the constraint equation (constraint equation relates dx (i + 1) to du(1i)).
@ Next, pick An such that od(xn) — AN =0,
aXN

@ also pick A, such that oH*

@ Then, we have

dj = Z:‘:T (( ont! )Tdui) + [%)Tduo

oui
For (w(0),---,u(N —1),x(1),---,x(N)) to be a minimum point we need
aj = Zyzjl ((%—L‘:)Tdui + (%—Es)Tduo > 0. Because we are free to vary duy,
i=0,---,N —1in all directions, then the necessary condition for
(u(0), -+ ,u(N—=1),%x(1),--- ,x(N)) to be a minimum point is % =0,1i=0,---,N—1.

@ Putting all the conditions we stated and derived, we obtain:
First order necessary condition for (x(1),1(0)) to be a minimum point:

)
)\N:%’ n eq
)\i_:%):::- i=1,---,N—1, (N —1)n eq
aaliul.l:()' i=0---,N—1 N m eq
Xip1 = fi(x,ui), =0, N—-1 Nmneq?

Here, we have 2N + N'm equation for 2N + m unknowns (the unknowns in the set of equations
above are A\ € R™, x; ER™ and u;_; € R™,i=1,---,N).
20 . .. _ _oHt
which can also be written as xj 1 = Ey vy




Optimal control of multi-stage systems over finite horizon

u* = argmin ¢ (x

N-1
+ZkO

J(w(0),-+ u(N—1))

u(N—-1)

x(N—1

...... [N 1= x(N)

H* = LR (x(k),u

Free final state

_9d(x(N))
T ox(N)

x(k+1)=———, k=1,--- ,N—1,

A(k+1)

ax]?o) , free initial condition.

{X(O) = Xp, given initial condition,
0
0=

(k) +A(k+1)T

(x(k),u(k)),
Constrained final state, i.e.,
N)) =0, P:R* 5 RP, p<N

k=01,---,N—-1

P (x(N)) =0,

6] )+ Vi

AN _ 2L azx(Nl) i (x(N))
dHX*
Ix(k)’
oH*
ou(k)’

A(k) = k=1,---,N—1,

0= k=0,--- ,N—I,

AHK
IANKk+1)’

{X(O):Xo,
oHo
0= x(0)’

x(k+1) = k=1,---,N—1,

given initial condition,

free initial condition.



Optimal control of multi-stage systems over finite horizon: regulator problem

o1 1 N—1
w = argmmixLSNxN + > Zk:o xIQka 4 uIRkuk s.t.

u(0) u(1) u(N-1)
4 x(1) Y L x(2) x(N—1
x(0) =] Aoxo + Bowo F——=>] A1x1 + Biui | > [An—1xno1 + Broaun 1 == x(N)
k 1 T 1+ T 5
H® = 5% Quexic + Sy Rictie + Ay (Arxie + Br), - k=01, . N —1
Free final state: Linear systems with given initial condition
0¢ (x(N))
AN)= —— — An =S
( ) aX(N) N NXN,
oHk .
Alk) = ax(ky T ho Nl = A= Quxi+ Ap Ak, k=1 N,
OH*
0= , k=0 ,N-1 = 0= v , k=0,--- ,N—1,
ou(k) Rrug + By Akt k=0 N-—-1
oHK
k+1)= ———
x(k+1) = 55751

= f*(x(k),u(k)), k=0,--- ,N—1 — Xpq1 = Arxg +Bruy, k=1,--- N-—1,
x(0) = xo — x(0) = xg.



Optimal control of multi-stage systems over finite horizon: regulator problem

o1 1 N—1
w = argmmixLSNxN + > Zk:o xIQka 4 uIRkuk s.t.

u(0) u(1) u(N-—-1)
{} x(1) {} L x(2) x(N—1
x(0) =] Aoxo + Bowo F——=>] A1x1 + Biui | > [An—1xno1 + Broaun 1 == x(N)

AN = SNXN,

Ak:Qka+Al—<rAk+1, k=1---,N—1,

0 = Ryuy + Bl—<r7\k+1,ﬁ» wt = _REIBI)\M—L K=0 .  N—1

Xi41 = ArxXi + By, = Xiq1 = Agxg — BRRIIBY Apr k=1,-+- N —1,
x(0) = xp.

x(k+1)]  [Ax —BxR !B/ x (k) -~ B

{ A(K) } = {Qk Af Ak+1)| x(0) = x0, AN = SNXN-
If Ay is invertible: x = A xyq1 + AL BRI B Ayr1. Then, we can write
x(K)] [ A A 'BRR B x(k+1) B B
{Mk)] - [QkAgl AT + QUATBRRIB] | [A(k+ 1) x(0) = xo, AN = Snxn.
If we had xn and Ay, we could solve the equation above backward in time, but unfortunately
we have xg and Ayn.



Optimal control of multi-stage systems over finite horizon

Minimum energy control for linear LTI systems with fix final state
1 Nt
u* =argmin= Z u Ry, st
2
k=0
Xk+1 = Axy + Buy,

X0 = X0, XN = TN-

up =R IBTADNIG L (rn — ANXo).

where
GO,N — Z ANflleRleT(AT)Nflfl
i=0
R™! 0
—[B AB ... AN-1B] B AB ... AN-1B]'
Un 0 R!

@ if |[R| # 0, solution exists (Go,N is invertible) if system is reachable (U is full rank)
e N > n (recall Cayley-Hamilton theorem)
@ This is an open-loop control (depends only on Ty and xg)
o If system deviates, there is no way to notice the deviation and respond to it.
This is not a robust controller.



