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Necessary Conditions for Optimality: equality and inequality conditions

Lagrangian function L : R™™™ i R: L(x,A) = f(x) 4+ X {%q Ajhi(x) + X {1 1jg;(x)

Proposition (Karush-Huhn-Tucker Necessary conditions)

Let x* be a local minimum of x* =argmin f(x) s.t.
XERM™

hi(x)=0,--- ,hm(x)=0
91(x) <0,---,gr(x) <0

where f, hi and gj are continuously differentiable functions from R™ to R. Assume the x* is

regular. Then there exists unique Lagrange multiplier vectors A* = (A}, -+, A%, ) and
= (ug, -+ 1), st
VxL(x*, A%, 1) =0
w =20, jJ=deoc 7
w'=0 Vj¢g A(x™)
\_\/_/

active constraint set

If in addition f g and h are twice continuously differentiable we have
y ! Vi L(X", A%, w*)y >0,

for all
yeV(x*)={y eRMMhi(x*)Ty=0, Vi=1,---,m, Vgi(x*)'y=0, je€A(Xx"}




Solution approach

One approach for using necessary conditions to solve inequality constrained
problems is to consider separately all the possible combinations of constraints
being active or inactive.



Constrained optimization: numerical example

minimize f(x) = 2X% + 2x1X3 + x% — 10x; — 10x, subject to
g1(x) =x}+x3—-5<0
g2(x) =3x1 +x2—6<0

4xy + 2%, — 10 2 2
Vet = [ 132 30 et = [ Vaget =[]

@ H1: both constraints are inactive: g; <0, g2 < 0 and p; = pup =0.

FONC:

Vi f(x) =4x1 +2x2 —10=0 o .

Vi f(x) =2x; +2x, —10=0 [~ X1 =0x2=5
g1(x1 =0,xp =5) =20 >0 and g>(x1 = 0,x2 = —1 < 0. Since H1 is not correct, this case is not
possible.

@ H2: both constraints are active: g3 =0, g2 =0 and py, np > 0.

L(x, 1) = 2x2 + 2x1x2 + X3 — 10x1 — 10%2 + p1 (x3 4+ %3 — 5) + po(3x1 + X2 — 6)
FONC:
L(x, p) =4%x1 +2xp — 10+ 2u3x1 +3p, =0
L(x, p) =2x1 +2x, — 10+ 2pox2 + pp =0 -
Lix,u)=x}+x}—-5=0
L(x,u) =3x1+%x2—6=0

[1a7

X = 2.1742 I since < 0 this solution is not acceptable
T |—o05225)'H T | 422 Ince s solution 1 prable.
U= { 1 02} since p, < 0 this solution is not acceptable.



Constrained optimization: numerical example

@ H3: g; is inactive (g1 < 0, iy =0), and g» is active (p2 > 0).
L(x,p) = 2xf + 2x1X2 + x% —10x7 — 10x2 + H2(3x1 + X2 — 6)
FONC:

Vi L(x, 1) =4x1 +2x2 — 10+ 32 =0 04
Vi, Llx, 1) =2x1 +2x2 =10+ p2 =0 = x = [0-8] , n2 =—0.4.
Vi Lix, ) =3x1 +x2—6=0 )

since 1y < 0 this solution is not acceptable.

@ H4: gy is inactive (g2 < 0, np = 0), and g; is inactive (1 > 0).

L(x, 1) = 2x3 +2x1x2 + x3 — 10x; — 10x2 + py (x2 +x3 — 5)

FONC:
Vle(x,u) 4x1 +2xp — 10+ 2u3x; =0 1
Vi Lx, 1) = 2x1 +2x2 — 10 + 23 x2 =0 :>x*:[2], nr =1
Vi, Lix, 1) =x?+x3—-5=0
since p; > 0 this solution is qualified as KKT solution.
Now we need to validate H4: go(x; =1,x, =2) = —1 < 0, therefore H4 is correct.
SONC:
YVax L(x* u¥)y 2 0fory € V(x*) = {y e R*|Vgi1(x*) Ty =0} = {y eR*|[2 4]y =0}
*
Since Vi L(x*, u*) = 4424 2 +| >0 (n* =1), then SONC condition is definitely
2 2+ 2uy

satisfied. Also since the condition holds for strict > 0, then the second order sufficiency condition is
satisfied and x{ = 1,xJ = 2 is a local minimizer.



Fritz Jonh Necessary Conditions for Optimality

Lagrangian function L : R™ ™™ i R: L(x,A) = f(x) 4+ Y {41 Ajhi(x) + Y {1 1jg;(x)

Proposition (Fritz Jonh Necessary Conditions for Optimality)

Let x* be a local minimum of x* —argmin f(x) s.t.
x€ERM™

hi(x)=0,--- , hm(x)=0
g1(x) <0,---,gr(x) <O
where f, hi and gj are continuously differentiable functions from R™ to R. Then there exist a
scalar pg and Lagrange multiplier vectors A* = (A}, - ,Ay) and pu* = (-, 1y), s.t.
(1) HEVRFf(x*) + X AfVehi(x*) + 3% 1 Vxg;(x*) =0
(i) W30, =17
(i) A3, --- A%, MY, -, u¥ and pg are not all equal to zero
(iv) In every neighborhood N of x* there is an x € N such that Afh;(x) > 0 for all 1 with
AY #0 and uj*gj(x) > 0 for all j with u}‘.

Fritz Jonh Necessary Conditions for Optimality does not require that x* be regular.



Numerical example: use of Fritz Jonh condition

@ Regular point of a set of constraints: A feasible vector x for which the constraint gradients
{Vhi(x), -+, Vhny(x)} are linearly independent.
@ For a local minimum that is not regular, the KKT condition does not apply

minimize f(x) = x1 + X2, s.t.

g1(x) = (x1 —1D?+x3—1<0, g2(x) = —(x1—2)* =x} +4 <0.

Vop(x: )=§

-m'

@ x* is not regular. Therefore, this
problem cannot be solved using
Lagrange multiplier theorem (KKT

condition). S Vorlx'y= (20 N VQg(X'ié(&Oi’» :
. . ¢ 2 1
@ V{(x*) cannot be written as linear 2k > 1""0’0) \ B
combination of Vg;(x*) and = i
Vga(x*)

Fritz Jonh Necessary Conditions for Optimality:

1 2(X171) 72(X172) o
P—O[JJFM{ 2% }Jruz{ 2%, =0
(x1 —1)2+x3—1=0
—(x1—2)2—%x3—-4=0

HoVxf(x) + m1Vgi(x) + p2Vha(x) =0 =

x{ =0 x})=0 p§ =0 foranypu}, uy > 0 such thatuj = 2u3 condition (i)-(iii) of Fritz Jonh
necessary condition is satisfied. Since From the geometry of the problem, it can be verified that condition



