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Abstract

A new structure for the anti-windup (AW) compensation for rate limited actuation is proposed which is less conservative
that structures currently used. For peak bounded disturbances or reference inputs, we develop AW augmentation loops for
both magnitude and rate actuator saturation. To reduce conservatism further, the proposed technique is combined with a
multi-stage AW loops to obtain different gains for different levels of saturation.
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1 Introduction

Input saturation due to limited capacity of actuators can
cause significant performance degradation, even desta-
bilization. In many applications, actuator can be satu-
rated both in terms of the size and the rate of change of
the signal. If saturation occurs occasionally (or episod-
ically), a high performance nominal controller can still
be used if some modifications, known as Anti-Windup
(AW) compensation, are made. This will maintain the
characteristics of the unconstrained system in small sig-
nal regimes and guarantee stability and improved perfor-
mance once saturation nonlinearities are encountered.

As discussed in Galeani et al. [2008] and Reineh et al.
[2016], the common energy-to-peak approach, in which
the exogenous signal is assumed to be energy (norm)
bounded, can be practically limiting. Here, in order to
allow more realistic applications, unlike other references,
the reference signals are assumed to be peak bounded
and AW gains are achieved using the peak-to-peak ap-
proach (Boyd et al. [1994]) which could be seen as a vari-
ation of the traditional ultimate boundedness control.

For the peak-to-peak approach, the traditional AW
structure is only feasible for large rate limits. In order
to broaden the feasibility range when the rate limits are
tight, and also to achieve higher performance, a new
schematic of the Magnitude and Rate Anti-Windup
(MRAW) is proposed in Section. 3. An alternative ap-
proach using dynamic AW loop has been proposed in
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Sofrony et al. [2009]. As illustrated by the numerical re-
sults in Section. 5, compared to the traditional design,
the new MRAW is feasible for much tighter saturation
bounds and the guaranteed performance is also signifi-
cantly better for both energy-to-peak and peak-to-peak
approaches (Reineh et al. [2017]). Also, in this paper,
to further reduce conservatism, the idea of multi-stage
AW, first introduced in Kia and Jabbari [2011], is ap-
plied. This allows scheduling AW gains based on the
saturation level, i.e., more aggressive AW gains, thus
better performance, for moderately saturated signals.

2 Problem Statement

Let 0n×m be the n by m matrix of zeros and In the n×n
identity matrix. For A ∈ Rn×m, A> is its transpose,
while A(i) is its ith row. For a symmetric matrix A,
A > 0 indicates that A is positive definite. Any matrix
whose columns form bases of the null space of matrix
A is denoted by NA, while, He(A) is A + A>. Here,
x 7→ y ∈ [0, In] denotes a decentralized nonlinear map,
where xi 7→ yi belongs to sector [0, 1] and y>i (xi−yi) ≥ 0
for all xi ∈ Rn (Khalil [2002]). It is easy to see that if
W is diagonal positive definite, then y>W (x−y) ≥ 0 as
well with x = [x1, ..., xn]> and y = [y1, ..., yn]>.

Consider the linear plant P given by

ẋp = Apxp +B1w +B2up, (1)

z = C1xp +D11w +D12up,

y = C2xp +D21w +D22up,

and the compensator C as

ẋc = Acxc +Bcyy +Bcww, (2)

u = Ccxc +Dcyy +Dcww.
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Fig. 1. The basic setup of the control loop.

We assume that actuators have magnitude and rate lim-
its and commands sent to the actuators should not ex-
ceed these bounds; i.e., for every input, we require

|upi| ≤ mi, |u̇pi| ≤ ri, i ∈ {1, · · · , nu}, (3)

where ri and mi are known constants. We insert, via soft-
ware, a first-order feedback loop containing two satura-
tion elements between the controller and the plant, as
shown in Fig. 1. The input to the plant up is thus

δ̇ = satr(K(u− δ)), up = satm(δ), (4)

where K = diag(K1, · · · ,Knu
) ∈ Rnu×nu

>0 . The plant in-
put signal up, is clearly magnitude bounded. Moreover,
since its derivative is bounded due to the saturation be-
fore the integral block, the signal is rate bounded as well.
The gain matrix K has to be chosen large enough such
that it has minimal impact on nominal closed loop sys-
tem. Compared to the design presented in Galeani et al.
[2008], we do not require the access to the derivative of
the compensator’s output signal, thus, no need to neglect
the effect of feed through and noise terms. Of course,
in their set-up matrix K does not influence the dynam-
ics when saturation is not faced and can be any positive
definite diagonal matrix. The idea proposed here can be
incorporated within that setup as well.

3 NewMRAWDesign: Peak-to-PeakApproach

Consider the block diagram in Fig. 2. Here, compared
to the standard setup for MRAW, e.g. in Reineh et al.
[2016], the key signal Γ, the first nu elements of the mag-
nitude and rate feedback signals, is added to the con-
troller output. Signal Γ directly affects the rate dynam-
ics and improves the performance, as discussed below.

In this paper, the MRAW design is conducted using
peak-to-peak analysis with disturbance signals satisfy-
ingw>w ≤ wmax for some knownwmax. Energy-to-peak
(and L2 gain) results can be obtained with standard
modifications thus are not repeated. The goal is to find
the guaranteed peak for the closed-loop system perfor-
mance output z for a peak bounded disturbance signal.

Assumption 1 (Nominal closed-loop system stable and
no feed-through terms in performance output): The nom-
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Fig. 2. New AW design for magnitude and rate saturation.

inal closed-loop system is required to be stable. The per-
formance output is assumed to depend only on the states
and have no feed-through terms; i.e., z = C1xp. 2

Including the u term in performance output is straight-
forward but complicates the resulting LMIs, and inclu-
sion of the w term requires an additional line search.

Assumption 2 (Peak bound on exogenous input): The
exogenous input w, for some known wmax ≥ 0, satisfies

w>(t)w(t) ≤ w2
max, ∀t ≥ 0. (5)

Our objective is to obtain suitable additive signals v1 ∈
Rnc and v2 ∈ Rnu to the unconstrained controller (2),
i.e., rendering the compensator as

ẋc = Acxc +Bcyy +Bcww + v1, (6)

u = Ccxc +Dcyy +Dcww + v2,

such that the closed-loop system is internally stable with
a guaranteed input-output performance measure χ.

For a given wmax ∈ R>0, we wish to minimize

z>(t)z(t) ≤ χ2, for w>(t)w(t) ≤ w2
max, ∀t ≥ 0. (7)

For brevity, we combine the new design with Multi-stage
structure introduced in Kia and Jabbari [2011]. For sim-
plicity, we only show multiple stages on rate saturation.

3.1 Multi-Stage AW Design

To reduce the conservatism further, the multi-stage ver-
sion of the new MRAW design is studied here. The main
idea of the multi-stage AW is to schedule the gains based
on the level of saturation to get a better performance
when the signal is moderately saturated. As shown in
Fig. 3, an additional saturation block, shown as ART.
SAT, or artificial saturation, is added to the rate satu-
ration element with bounds larger than the original sat-
uration limits. The new block is responsible for bound-
ing the sector nonlinearity of the original rate saturation
block such that the corresponding deadzone qr belongs
to a smaller sector than [0 I]. A larger limit of r̃ = r

1−sd ,
with 0 < sd < 1, is selected for the additional element
which guarantees |ud| < r

1−sd . By setting sd = 0, the
second saturation element will never be activated, while
with sd ≈ 1, the sector qr ∈ [0 I] of the single-stage
design is recovered. Therefore, by using 0 < sd < 1 the
size of the rate deadzone sector is shrunk and more ag-
gressive anti-windup gains may be triggered by qr. The
main idea is to have different anti-windup gains for when
the rate command is high (triggered by q̃r), than when
it is modest (q̃r = 0 but qr 6= 0) which would result in
more aggressive anti-windup gains. As shown in Fig. 3,

q̃r = dz(η) = η − satR(η) = η − ud, (8)

qr = dz(ud) = ud − satR(ud) = ud − uR,
qm = dz(δ) = δ − satM(δ) = δ − up.

We also have, η = K(u− δ + Γ), and

Γ = [Inu 0nu×nc ](Λmqm + Λrqr + Λ̃r q̃r). (9)

Therefore, uR = K(u− δ+ Γ)− qr − q̃r. Since δ = 1
suR,

the signal δ is a new state variable with dynamics

δ̇ = K(u−δ+ Γ)−qr −q̃r, (10)

2
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Fig. 3. Multi-stage AW for magnitude and rate saturation.

in which the signal u can be substituted from (2). Note
that (10) shows that signal Γ enters the dynamics of the
integrator directly. Moreover, v1 = −[Inc 0](Λmqm +

Λrqr +Λ̃r q̃r) and v2 = −[0 Inu ](Λmqm+Λrqr +Λ̃r q̃r).
The closed loop system is then

ẋ = Ax+Bww + (Bqm −BηΛm)qm + (Bqr −BηΛr)qr

+ (Bqr −BηΛ̃r)q̃r,

z = Czx, (11)

u = Cux+Duww + (Duq −DuηΛm)qm −DuηΛrqr

−DuηΛ̃r q̃r,

with system matrices given by


A Bqm

Cz Dzq

Cu Duq

 =



Ap 0 B2 −B2

BcyC2 Ac BcyD22 −BcyD22

KDcyC2 KCc K(DcyD22 − I) −KDcyD22

C1 0 D12 −D12

DcyC2 Cc DcyD22 −DcyD22


 Bw Bη Bqr

Duw Duη Dzw

 =


B1 0 0 0

BcyD21 +Bcw I 0 0

K(DcyD21 +Dcw) K[I 0] K −I

DcyD21 +Dcw 0 I D11

 .

Compared to the system matrices of the standard
MRAW, only the Bη matrix has changed, having the
gain K appearing in the last row block. As shown in the
numerical examples in Section 5, this change improves
the performance of the MRAW design significantly.

The key technical element here relies on the so-called
slack variables (e.g. Lin [1998]). The following Lemma,
based on Lemma 1 of da Silva and Tarbouriech [2005],

identifies key properties of slack variables Hm and H̃r.

Lemma 3 (Multi-stage AW sector conditions): Con-
sider the polyhedral set S for i = {1, ..., nu} defined as

S = {x ∈ Rn : |Hm(i)x| ≤ mi, |H̃r(i)x| ≤ r̃i}, (12)

where matrices Hm and H̃r are free parameters to be
determined. Then, given the sector conditions

δ 7−→ qm ∈ [0 I], ud 7−→ qr ∈ [0 sdI], (13)

η 7−→ q̃r ∈ [0 I],

for x ∈ S, the following inequalities hold

(a) q>mWm(qm − δ +Hmx) ≤ 0, (14)

(b) q>r Wr(qr − sdud) ≤ 0,

(c) q̃>r W̃r(q̃r − η + H̃rx) ≤ 0,

with diagonal positive definite matrices W̃r,Wr andWm.

PROOF. Similar to Reineh et al. [2016] 2

The following theorem employs the sector conditions in-
troduced in Lemma 3 and establishes the optimization
problem to obtain the AW gains in Fig. 3.

Theorem 4 (Multi-stage MRAW): Consider the plant
(1), its nominal controller (2), and Assumptions 1 and
2. Given the bounds m and r on the actuator magni-
tude and rate, respectively, assume for a given 0< α<
|Re(λmin(A))|

2 , there exists a solution for

min
Q,Q̄,Mm,Mr,M̃r,Xm,Xr,X̃r,Ym,Ỹr,Ȳm,χ2,χ̄2

c1χ
2 + c2χ̄

2 (15)

subject to

QA>+AQ+αQ ∗ ∗ ∗ ∗
B>w −αI ∗ ∗ ∗
Φ3,1 0 −2Mm ∗ ∗
Φ4,1 KDuw Φ4,3 Φ4,4 ∗
Φ5,1 KDuw Φ5,3 Φ5,4 Φ5,5


<0, (16)


Q̄A> +AQ̄+ αQ̄ ∗ ∗ ∗

B>w −αI ∗ ∗
Φ̄3,1 0 −2Mm ∗
Φ̄4,1 KDuw Φ4,3 Φ4,4

 < 0, (17)

(
Q QC>z

CzQ χ2/w2
max

)
> 0,

(
Q̄ Q̄C>z

CzQ̄ χ̄2/w2
max

)
> 0, (18)

(
m2
i /w

2
max Ymi

Y >mi Q

)
> 0,

(
r2i /w

2
max Ỹri

Ỹ >ri Q

)
> 0, (19)(

m2
i /w

2
max Ȳmi

Ȳ >mi Q̄

)
> 0. (20)

where i = 1, ..., nu, r̃ = r
1−sd , and

Mm = W−1
m , Mr = (Wrsd)

−1, M̃r = W̃−1
r , (21)

Xm = ΛmMm, Xr = ΛrMr, X̃r = Λ̃rM̃r,

Φ3,1 = MmB
>
qm −X

>
mB
>
η + [0 0 I]Q− Ym,

Φ4,1 = MrB
>
qr −X

>
r B
>
η + [Cu − [0 0 I]]KQ,

Φ5,1 = M̃rB
>
qr − X̃

>
r B
>
η + [Cu − [0 0 I]]KQ− Ỹr,

Φ4,3 = KDuqMm −KDuηXm + sdK[1 0]Xm,

Φ4,4 = −2Mrs
−1
d −He(KDuηXr − sdK[1 0]Xr),

Φ5,3 = KDuqMm −KDuηXm +K[1 0]Xm, (22)

Φ5,4 = −M̃r −KDuηXr −KX̃>r D>uη
+K[1 0]Xr + sdKX̃

>
r [1 0]>,

Φ5,5 = −2M̃r −He(KDuηX̃r −K[1 0]X̃r),

Φ̄3,1 = MmB
>
qm −X

>
mB
>
η + [0 0 I]Q̄− Ȳm,

Φ̄4,1 = MrB
>
qr −X

>
r B
>
η + [Cu − [0 0 I]]KQ̄,

3



with Ym = HmQ, Ỹr = H̃rQ, Ȳm = HmQ̄.

Then the closed loop system (11), has reachable set

x(t) ∈ E(Q−1, w2
max) = {x : x>Q−1x < w2

max}, (23)

and performance level gain χ from w to z , z>(t)z(t) ≤
χ2, as long as the disturbance signals satisfyw>(t)w(t) ≤
w2

max and x(0) = 0. Moreover, for moderate levels of
saturation specified as |η| ≤ r̃ = r

1−sd , χ̄ < χ is the upper
bound for the performance level.

Proof. Satisfaction of (19) implies that the set (23) is
included in the polyhedral set (12) (Boyd et al. [1994]).
Inequality (16) is equivalent to

d

dt
(x>Q−1x) + αx>Q−1x− αw>w (24)

− 2q>mWm(qm − δ +Hmx)− 2q>r Wr(qr − sdud)
− 2q̃>r Wr(q̃r − η + H̃rx) < 0.

Invoking Lemma 3, (24) reduces to V̇ +α(V −w>w) < 0,
with Lyapunov function V = x>Q−1x and Q > 0, as a
result, (23) is established as the invariant set. Thus, (19)
establishes upper bounds for Euclidean norm of Hm and
H̃r over the invariant ellipsoid established by (16)-(20),
with performance level χ guaranteed by (18).

For moderate levels of saturation specified as |η| <
r̃ = r

1−sd , the sector condition ud 7−→ qr ∈ [0 sdI]
is in effect and according to Lemma 3, the inequality
q>r Wr(qr − sdud) ≤ 0 will be satisfied. Using the Lya-
punov function V = x>Q̄−1x, the inequality (17), gives

d

dt
(x>Q̄−1x) + αx>Q−1x− αw>w < 0, (25)

and (18) (right) establishes performance χ̄, if the arti-
ficial saturation element is not activated. In this case,
(20) plays the role of (19) (left). 2

Remark 5 Inequalities (16) and (18) (left) ensure that
the closed-loop system is stable with gain χ, while (17)
indicates gain χ̄ in case of a command with rate of change
below r̃ = r

1−sd . For moderate saturation cases, larger
values for c2 can be used in order to achieve lower values
for χ̄ and thus, more aggressive AW gains. This is at the
cost of a larger χ, which is the guaranteed gain for the
closed-loop, for arbitrary level of rate saturation. Here,
χ̄ is a measure of the aggressiveness of AW gains.

Remark 6 In Theorem 4, α enters the inequality in a
product form. For optimized performance, a line search
is done, as in other peak-to-peak gain problems. Energy-
to-peak approach does not have the line search but gives
considerably more conservative results.

4 Feasibility Analysis

In this section we show that the feasibility of the multi-
stage design (Theorem 4) is the same as the feasibility
of the single-stage design. Note that with Q̄ = Q and
χ̄ = χ, inequalities (18) and (20) are equivalent, and in-
equality (17) is the (1:4,1:4) bock of (16). As a result, if
(16) is feasible, then there exists at least one set of deci-
sion variables that make (17) and (20) feasible. In fact,

the presence of Q̄, χ̄, increases the degrees of freedom
and allows for a better performance. Therefore, here we
only study the feasibility of inequality (16).

Lemma 7 The matrix inequality presented in (16) is
feasible if and only if(

QA> +AQ+ αQ ∗
B>w −αI

)
< 0, (26)

R < 0 and R−NM−1N> < 0.

in which M = −2Mrs
−1
d , and

N=
(
−
∑3
i=1 H̃riQ

>
1i 0 0

∑3
i=1 H̃riQi3

)>
(27)

R =


He(ApQ11 +B2Q

>
13) +Q11α ∗ ∗ ∗

B>
1 −αI ∗ ∗

C1Q11 +D12Q
>
13 0 −2Mm ∗

−
∑3
i=1 H̃riQ

>
1i +Q>

13α 0 R43 R44

 ,

R43 = −Q33 + (
∑3

i=1
HmiQi3)>,

R44 = He(
∑3

i=1
H̃riQi3)> +Q33α.

Proof. Inequality (16) can be represented as

Ψ + He{G>[X̃r Xr Xm]H} < 0, (28)

where Ψ is (16) without the Xm, Xr, X̃r terms, and

G =


0 0 0 0 I

0 0 0 I 0

0 0 I 0 0


>

, NG =

(
I 0 0 0 0

0 I 0 0 0

)>
, (29)

andH =
(
−B>η 0 0 −D>uηK −D>uηK

)
. Recalling elim-

ination lemma from Boyd et al. [1994], (28) is feasible
if and only if N>GΨNG < 0 and N>HΨNH < 0. Substi-
tuting from (29), the first condition results in (26). Par-
tition Q as Q = [Qij ] with i, j = {1, 2, 3}. The second
condition N>HΨNH < 0 after a row-column manipula-
tions can be expressed as

N>HΨNH =

(
R N

N> M

)
< 0, (30)

with R, and N given in (27). By Schur complement, (30)
is equivalent to R−NM−1N> < 0. 2

For the single-stage design, the additional saturation
block is removed, thus, we do not have sd anymore. Fol-
lowing the proof of Lemma 7, for the single-stage design,
NG and NH are the same as the multi-stage design after
removing their last row and column. Thus, the single-
stage design is feasible if and only if (26) and R̄ < 0,

where R̄ is equivalent to R in (26), except for H̃r which
is replaced by Hr.

According to (26), since the free variable Mr only ap-
pears in matrixM , it is possible to make the second term

4



in R + NM−1N> < 0 arbitrary small, by choosing Mr

to be large enough. Thus, the feasibility condition for the
multi-stage design reduces to the feasibility condition of
the single-stage design.

5 Simulation Results

In this section, we evaluate the performance of the pro-
posed MRAW using the peak-to-peak approach. For sim-
plicity, a SISO example is presented here, although the
proposed techniques has been evaluated on MIMO sys-
tems as well. For L2 gain results, see Reineh et al. [2017].

Consider the example from Dorf and Bishop [2008], for
an aircraft pitch dynamics with the unconstrained sys-
tem block diagram shown in Fig. 4. The aircraft transfer
function Gp(s) with the pitch rate, θ̇, as output, and the
elevator deflection, δ, as input, is given by

Gp(s) =
θ̇(s)

δ(s)
=

−10(s+ 1)(s+ 0.01)

(s2 + 2s+ 2)(s2 + 0.02s+ 0.0101)
.

Next, a fourth-order state-space representation is ob-
tained. The performance output is then taken to be
z = y−w. In Dorf and Bishop [2008], the lead compen-
sator Gc(s) = −4 s+2

s+22 is designed for the unconstrained
system that meets the desired specifications.

Using the peak-to-peak method, the lowest rate limit
for which the standard design, i.e. without Γ, is feasible
is r = 68. While the new design is feasible for much
lower saturation bounds and the AW gains achieved are
capable of improving the performance significantly. In
this example, the limits for the input magnitude and
rate are selected as m = 6 and r = 10, respectively, with
wmax = 1 andK = 10. The peak-to-peak design without
signal Γ is not feasible for these tight bounds.

For the multi-stage design with sd = 0.2, c1 = 1 and c2 =
10, the static gains Λm = [−0.3425 0.8710]>, Λr =

[−0.0140 − 0.0344]>, and Λ̃r = [−0.0651 0.2106]>

are achieved with a guaranteed regional performance
level of χ = 8.7359. Moreover, assuming low to mod-
erate rate saturation, a better performance measure of
χ̄ = 6.7404 can be achieved through a more aggres-
sive AW design. The single-stage magnitude and rate
anti-windup compensation results in χ = 7.701 with
Λm = [−0.4664 1.4056]>, Λr = [−0.0258 0.0201]>.
The response of the system to a reference signal satisfy-
ingw>w ≤ 1 is shown in Fig. 5 using the multi-stage and
the single-stage magnitude and rate AW designs. Both
of the techniques have improved the performance of the
saturated system significantly, however, the multi-stage
design provides a closer performance to the response of
the unconstrained system.
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Fig. 4. An aircraft pitch rate feedback control system.
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6 Conclusions

We presented a novel structure for MRAW design (single
and multi-stage) accommodating peak bounded exoge-
nous signals. The new structure and the peak-to-peak
analysis applied provide compensation for more practi-
cal problems with tighter rate bounds which could not
be solved using the traditional AW structures.
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